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Communication metadata

• What: source, destination, time, size, … (not content ! )
• Who: ISP, IEX, WiFi, eavesdroppers, … 
• When: every time you are connected online
• How: low volume, structured machine language, low legal 

protection, rich inference value

“Metadata absolutely tells you everything about somebody’s life. If 
you have enough metadata, you don’t really need content.”  
NSA General Counsel Stewart Baker 



The Nym wish list: decentralized, self-sustained, 
general-purpose solution for network privacy
• Protects communication metadata against network adversaries
• Usable by the general public and for a wide range of use cases 

• Latency tolerance, traffic volume and variability, overhead constraints 

• Decentralized (yet verifiable) 
• All critical functions are decentralized and there are no single points of failure
• Maintaining ledger of txs, executing smart contracts, issuing and verifying 

credentials, maintaining network state, …

• Financially self-sustaining
• The network charges for services 
• Income is fairly distributed to the various entities provisioning the service 

• Scalable



What’s achievable in practice: tradeoffs

• Tradeoff between privacy and usability (latency) + 
overhead (anonymity trilemma)

• Low-latency constraints + high-variance, large traffic volume: 
impossible to fully protect network metadata towards global 
network adversaries without extreme overheads (“waste”)

• Latency tolerance + regular or low/moderate traffic volumes: 
feasible to provide high levels of protection for network 
metadata 



What’s achievable in practice: tradeoffs

• Tensions between privacy and decentralization + system 
integrity 

• Fair and transparent rewards for components (contribution, 
QoS)

• Enforcing fair use limits for (anonymous) clients

• Preventing free riding by adversarial components



What’s achievable in practice: tradeoffs

• Tensions between decentralization + privacy and 
scalability + usability
• Distribution of node directory
• Credential verification (including double-spending detection)

• Some components/functions are non-trivial to 
decentralize
• Centralized stopgap solutions, eg: payments in non-native 

currency; network health stats  
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Mixnet component Features
• Packet-based communications
• 5-hop routes (5 layers of encryption + 

e2e encryption)  
• Poisson-regulated sending 
• Cover traffic (loop packets)
• Mixing delays (randomized per hop): 

user-customizable soon
• Anonymous replies via SURBs

Challenges: 
• Accurate gateway quantity and quality 

metrics (reflective of total usage and 
user experience) 

• Poisson sending rates
• Optimal cover traffic strategies 
• Free riding prevention/detection 
• Exit policies 
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dVPN (WG) component
Features

• 2-hop WG tunnel, circuit-based
• No cover traffic or mixing delays
• Suitable for low-latency applications

Challenges:
• Ensuring consistent QoS: 

• gateway stability over time
• load balancing 
• helping users find suitable gateways (own past 

experience, shared ratings, current load)
• Independent entry/exit gateway operators: 

• declarations by (honest) operators
• trust building
• user interface   

• Censorship-resistant access 
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Anonymous credentials (simplified)
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• Features:
• Decentralized (threshold) issuance
• Unlinkability of tickets (compact e-

cash: wallet=ticketbook, 
coin=ticket)

• Double spending protection 
(combination online/offline)

• Four ticket types: entry/exit, 
mixnet/WG 

• Challenges:
• Multiple devices per subscription: 

distribution of tickets over devices 
(tension with enforcing fair use 
limits)

• Ticket “waste” due to expiration, 
change of gateway 

• DKG with changes of validator set 
• Validator rewarding based on 

issued and verified tickets

Nym acts as TTP intermediary to enable payments in non-
native currency:
• Buy NYM tokens from the market with fiat/other funds 

provided by user
• Deposit NYM tokens “on behalf” of user
• User has a public key to prove ownership of subscription



NymVPN

• Commercially viable “vpn-like” service that offers: 
• Private payments that prevent linking activity to identity and profiling 
• A single client app that can use both:

• 2-hop (“connection-based”) WG tunnels for low-latency applications 
• 5-hop mixnet routes (“packet-based) for latency-tolerant applications 







Economic cycle 
• The native NYM token transfers 

value within the system from 
users to service providers 
• In steady state, income should 

fully fund operators + sw dev,  
cm

• Challenges:
• node stake delegation not agile 

enough to follow performance
• higher costs of running multi-hop 

decentralized vpn infrastructure
• ensuring fair rewarding: no 

cheating, no free riding
• embedding the right incentives
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Incentive system: goals 

• Long-term viability: compensate infrastructure operators for their 
costs and labor; well-performing nodes make a sustainable profit 
• Fairness of rewards: proportional to entities’ contribution to the service

• Scale the network to meet demand: fund additional operators when 
user base (and income) grows 
• Support QoS for client traffic: reward node reliability 
• Support decentralization: enable a market where many independent 

operators are competing for rewards by running high-quality nodes 
• Support system integrity: entities that deviate from the protocols pay 

an opportunity cost (lost future rewards if expelled) 



User obtainins new ticketbooks (until fair use limit 
reached); otherwise à not possible to curb mass 
sharing of credentials given the privacy properties 
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Nodes collect tickets from users as proof of the 
work they have done



Total “work” done by the network (routed GB)

We use the number of tickets of each 
kind collected by all nodes in the epoch 
to compute the total work (routed GB) 
done by all nodes, WT  :

    WT = WWG + WM 

WWG : GB relayed in WG mode
WM : GB relayed in mixnet mode

Tve: total nr vpn entry tickets spent in the epoch (all nodes) 
Tvx: total nr vpn exit tickets spent in the epoch (all nodes) 
Tme: total nr mixnet entry tickets spent in the epoch (all gateways) 
Tmx: total nr mixnet exit tickets spent in the epoch (all gateways) 

WT =  (Tve + Tvx) * Gv + 5 * (Tme * Gme+ Tmx * Gmx)

sW = WWG / WT : fraction of vpn work in the epoch

WWG 
(WG GB routed)

WM
(mixnet GB routed)

sM = WM / WT : fraction of mixnet work in the epoch

sW + sM = 1



Work contributed by each node / gateway
• At the end of each epoch:

• ALL nodes have collected tve WG entry tickets and tvx 
WG exit tickets

• Mixnet gateways have additionally collected tme 
mixnet entry tickets and tmx mixnet exit tickets 

• Given all collected tickets (Tve , Tvx , Tme , Tmx) for all 
nodes, for each node we compute the respective 
fraction of traffic:

3*W
mix nodes 

N-3*W
gateways 

tme

tmx

tve tve 
tvxtvx

fve = tve / Tve  fraction of WG entry tickets
fvx = tvx / Tvx fraction of WG exit tickets

fme= tme / Tme  fraction mixnet entry tickets
fmx= tmx / Tmx  fraction mixnet exit tickets

W = mixnet layer width in the epoch
• Each mix node contributes 1/W of the layer’s work (routes 1/W 

of all the packets routed in the layer)
Layer weights (exit premium, voted by community):

• 33/67 for (2-hop) WG
• 16/16/16/16/36 for (5-hop) mixnet 

mix node work:

gateway work:
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Node rewards (mix nodes, gateways, wireguard)

• 𝑹	=	total mixmining rewards available for all 
nodes in the epoch

• 𝝆𝒊 = 1 when the node is reliable
• Otherwise: % of reliability

• 𝝈′𝒊 = 1 when the node is fully saturated (stake) 
• Otherwise: % of stake saturation

• 𝝎𝒊 is the work contribution of the node
• Computed based on tickets and mixnet width

• 𝜶 = 0.3 is constant (premium high bond)
• 𝝀𝒊′ = node bond (capped at saturation level) 

divided by staking supply  
•  note: 𝜆′1  is a usually a small number

• Leftover rewards remain in the reserve (pool)

Rewards 𝑹𝒊 for node 𝒊 :

𝑹𝒊 = 𝑹 / 𝝆𝒊 / 𝝈"𝒊 / (𝝎𝒊 + 𝜶 / 𝝀′𝒊) /
𝟏

𝟏 + 𝜶



Decentralized measurements: concept
• Currently: “network monitor” probe sends packets through random 

mixnet routes back to itself
• Infer which nodes are responsible for dropping packets that do not arrive

• Decentralized proposal:
• “Secret shoppers” approach where some (lottery-based) of the packets sent 

by clients are indistinguishable and unforgeable “measurement packets” 
• Nodes commit to which packets they have routed  in a time period
• “Measurement packets” are revealed as such after the node commitments 
• Based on measurement openings, everyone can : 

• Reconstruct the measurement packets with their routes and per-mix identifiers
• Verify whether the mix nodes in the packet path reported the measurement
• Derive performace scores for all mix nodes 



Future directions

• Integrations with other applications (beyond NymVPN)
• Censorship circumvention 
• Post-quantum cryptography
• Secure enclaves, trusted execution 
• Replacing some (or all !!) of validators’ functions (blockchain, 

temp storage, credential issuing, contract execution) by 3rd party 
services



Takeaway points
• Nym’s goal is to be a network privacy solution that is usable by the 

general population, decentralized, financially self-sustainable, and 
scalable 
• In practice, it’s hard to fully achieve all the previous properties so 

tradeoffs and compromises are inevitable
• Nym integrates multiple components and technologies: 

• Nodes that route traffic in a 5-hop mixnet and a 2-hop wireguard 
• Anonymous credential system that allows for private payments and access
• Incentive mechanism to encourage participation and cover operational costs
• A blockchain to orchestrate components, maintain state, ensure integrity of 

rewards
• Nym has launched a commercial vpn product “NymVPN” 
• Open questions wrt applied research and engineering


